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In this paper we consider the generalized Liu-type estimator and combine it into
subset selection criterion using Cp statistic. Our proposed method can be derived via
natural extension of two well-known technigues: one is shrinkage estimators and the
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Introduction
Consider the following multiple linear regression model
Y=Xp+e¢ (1)
where Y is an n x1 vector of observations, X is an n xp
matrix , B is a p x1 vector of unknown parameters, and
€is an n x1 vector of non observable errors which
distributed  as normal pdf  with E(e) =
0 and Cov(e) = o?l,.
The most common method used for estimating the
regression coefficients in (1) is the ordinary least squares
(OLS) method. The estimator of by using OLS method
is:
B = (XX)"XY, 2)
Both the OLS estimator and its covariance matrix
heavily depend on the characteristics of the X'X matrix.
If X'X is ill-conditioned, i.e., the column vectors of X
are linearly dependent; the OLS estimators are sensitive
to a number of errors. For example, some of the
regression  coefficients may  be  statistically
insignificant or have the wrong sign, and they may
result in wide confidence intervals for individual
parameters. With ill-conditioned X'X matrix, it is
difficult to make valid statistical inferences about the
regression parameters. One of the most popular
estimator dealing with multicollinearity is the ordinary
ridge regression (ORR) estimator proposed by Hoerl and
Kennard [1][2] and defined as:
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Br = (XX + kD)71XY
= U+kXX)MB, 3

Where k > 0 is a constant. Walker and Page [3]
considered a generalization of ridge regression and
demonstrated advantages over ridge regression and they
determined the ridge constant using a method based on a
generalization of the C, statistic where this provide an
automatic variable selection procedure for the canonical
variables. Liu [4] introduced a new type of estimators by
combining the ORR estimator with any other estimator.
The Liu proposed estimator is defined as:
Bra = (XX + kD' (XY —dB), (4)

where k > 0, —oo < d < oo are the two parameters. He
called it as the Liu-type estimator. This estimator is
claimed to have advantages over ridge regression
estimator. Other solution to this problem is that of subset
selection of variables (see Miller [5]).

In this paper, we consider the generalized Liu-type
estimator and combine it into the subset selection
criterion using C, statistic. Under some conditions for
selection the shrinkage parameter in the generalized Liu-
type estimator and the generalized contraction estimator,
we don’t select the variable by putting some values of
this estimator as a zero.

Section 2 reviews the Liu-type estimator while
Section 3 introduces the generalized Liu-type estimator.
Section 4 gives a generalization of the subset selection
criterion Cp. We demonstrate how a generalization of C,
leads to estimate the shrinkage parameter of the
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generalized Liu-type estimator and use this shrinkage
estimates for selection of variables.

2 Liu-type estimator

The method of ordinary ridge regression is the most
commonly used technique to overcome the
multicollinearity. Liu [3] found that when there exists
severe collinearity, the shrinkage parameter selected by
existing methods for ridge regression may not fully
address the ill-conditioning problem. Therefore, he
proposed a new estimator, which involves two shrinkage
parameters. He claimed that such an estimator will have
less mean squares error (MSE) and it can fully address
the ill conditioning problem.
Since X'X is symmetric, there exists a p X p orthogonal
matrix P such that PX'XP=A , Aisap xp diagonal
matrix, where the elements of it are the eigenvalues of
X'X. So, model (1) can be written in the canonical form
as:

Y="Za+¢ (5)
where Z=XP and a=P'f. The OLS and Liu-type
estimators for (5) are respectively:
@=A"17Y, (6)

and

Qra = (A+kD)™Y(Z'Y — d&) (7)

3 The generalized Liu-type estimator
We can generalize the Liu-type estimator for the original
model as follows:

@xp = (A+ K)"Y(Z'Y-Da&) , (8)
Where K = diag{ky,...,k,} and = diag{d,,..,dp} .
So, we can get &g, py; as:

(4 —dy)a; )
(A + ky)

Using the generalized Liu-type estimator, it is easy

to find the optimal value of k;.

For that we have to give a theorem.

Theorem 2.1: For fixed d;, the mean squares error

(MSE) of &g, py; is minimized with respect to k; at

o2 2—di(o?+1a;%)

~ 2
]

Xk, D)i =

ki=

Proof:
The mean squares error of @ py; is defined as:

MSE(8pyi) = ||E(@eyi = ai)||” + Cov(@uenyi )
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_ Witkp?*af | (di=2)%0”
(Ai+ky)? Ai(Ai+k)?
to minimize the MSE of @ p); with respect to k; , we
take the derivative of the MSE of @k p); with respect to
k; and equal it by zero to obtain
ke = o2 2—di(o?+1,@;%)
L Aiaiz ’
The proof is completed.
Since k; >0, and —o <d; <o for all i=1,...,p,
we suggest to select k;as follows:
k;

0?2 — di(o? + 1,&°)
= X

0 if 024 < di(0? + 1,&%)
Now, we can see that there is a good reason for using
generalized Liu-type estimator where, it is easier to find
the optimal values of k;, i.e., values for which the mean
squares error of Liu-type estimator is a minimum.
Generalization of C,
The C, statistic is related to the mean squares error of a
fitted model. A common method used for the variable
selection is the one based on the C, statistic, an estimate
of the expected value of T}, where

1 A [ N
Fp:;(ﬁp_ﬁ)xx(ﬁ'p—ﬁ)' (10)
is the standardized total mean square error ( See

Montgomery D. C. et al. [6]) and [?p is the subset least
squares estimator. The C, Statistic is defined as:

C, = —(Y‘XBP?T’Z(Y‘XBP) —n+2p. (1)

Usually, we choose the subset p by minimizing the C, .
For more information on C, and how it can be used in
subset selection of variables, see Mallows [7][8].
Mallows (1973) modified the C, statistic to a Ci statistic
that can be used to determine the shrinkage parameter of
ridge regression estimator k by considering

if 024; > di(0? + 4,a°)

C = w—n +2 + 2tr(XL),
Where L = (S + kI)~1X" and tr stand for the trace. Liu
[9] had given some estimates of d by analogy with the
estimates of k. Accordingly, the C, statistic for Liu

estimator is:

Cq = P OXBa) _ o 49 4 20r(XLy),

o2
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Where L;=(S+ D)1 +dDS™1X Here we
consider a further generalization of the C, statistic which
can be applied to the generalized Liu-type estimator. We
can rewrite (8) as follows:
Qxp=(A+K)"Y(Z'Y—Da)

= (A+K) Y (Z'Y - DA'Z'Y)

= LgpY,
Wher Ly , = (A+ K)™*(A—D)AZ".
Let

Toep = %(&K_D —a) A(agp — «), (12)

be the scaled sum of squares errors . If we can find a
statistic Cp, , which is an estimate of (I';, ) , then we
can choose L, such that C,, ) is minimized.
Lemma 1: (See Walker and Page [3])

1
E (FLK,D) = WLK,D + ?] Lg,p’
Where WLKD = tT‘(L'K’DALK’D)
a'(LgpZ — 1) A(LgpZ — I,)a.
Lemma 2: (See Walker and Page [3])
The expectation of the residual sum of squares RSS;,
is given by
E(RSSLK,D) = O-ZWEK,D +]LK,D’
Where RSy, , = (Y — Zéyp) (Y — Zax p), Wi,
=n- ZtT'(ZLK’D) + tT(L'K'DALK'D).
Now, we can see that
RSSLKD
CLK,D = ZtT(ZLK,D) —n+ o2 ' (13)
is an estimate of E(T;, ).

Lemma 3: (See Walker and Page [3])
In terms of the canonical model,
CLKD =2 z:?=1 Bid)) _ n+ iz?z (Zi - \/’Ti&i)z
: (Ai+k:) g2 Hi=1
Theorem 1:
1) If d; <0, then Ciep is minimized when
0%; — d;z?
ki =3 z?}—o?
o if z2 < o?

and Jigp =

if zt > o?

2) If d; > 0,then Cp, , is minimized when
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ki
2 2
0°A; —d;z;
(21—121 if 024; > diz? and z? > o?or
_ Zi — 0
if 0?4; < diz? and z? < o?
00 if 0%4; < diz? or z? < o?
Proof:
The C,, , which is given in Lemma 3 is minimized
when
_1 N SN e
G(ky) = ;(Zi - \/Z'ax,ui) 20

2

= %[1 =24 + k)M = d) + (A + k) TE( -
d)?]+2(A; + k)™t
is minimized for all i. So,
0G(ky)  2( —dzf 2(4; —d)?zf 2(A; —dy)

ok; 2 +k)? P+ k)P (A +k)?
%kki") =0 gives k; = —Jzztzi::fiz
is a stationary point for G(k;). It is easy to see that
G (k;) is continuous everywhere except at the point k; =
—A;. Since the discontinuity occurs at a negative value
of k; and we require a positive choice of k; for Liu-type

azli—diz?

> 0.

Hence solving which

estimator, if

ZL-Z—()'2
That is, if d; >0 and z? > o, then we minimize

H Uzli—diziz
G (k;) by choosing k; = ——2L

Zi_

So, we can minimize Ciep by choosing this k; which

o2

proves 1. Also if d; > 0 and if

if 024; > diz? and z? > o?orif 0%}; <
d;z? and z? < o?, then we minimize G(k;) by

choosing

O'zﬂ.l' — diZiz
i = 2 _
Zi

So, we can minimize Cp, by choosing this k; which

o2

proves 2, otherwise we will minimize G(k;) by letting
k; — oo. The proof is completed.

Now, by using theorem 1 part 1 we can obtain that
Zi\//Ti —d;q;
A+ kg

0 if z2 < o?
Also, by using theorem 3 part 2 we can obtain that

N _ if z2 > o?
®(k,p); =
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In this paper, we proposed to use the generalized Liu-
type estimator for selection of variable at the same time
shrinking the remaining estimates. The proposed work is
related to the work given by Breiman [10] and Walker
and Page [3]. The advantage of this work is that the Liu-
type estimator and generalized Liu-type estimator give
us more precision over ridge regression estimator and
the generalized ridge estimator.

References . . . .
. 9] Liu, K. (1993). A new class of biased estimate in
[1] Hoerl, A. E. and Kennard, R. W. (1970a). Ridge [9] . ( .) . . .
Rearession - Biased  estimation for non orthogonal linear regression. Communications in Statistics-
g ' . g Theory  and Methods, 22, 393-402.
problem. Technometrics, 12, 55-67. [10] Breiman, L. (1995), Better subset regression
[2] Hoerl, A. E. and Kennard, R. W.  (1970b). Ridge . - T ar
. - using the nonnegative garrote, Technometrics,37,
Regression : Application for non orthogonal 373-384

problem. Technometrics, 12, 69-82.

el JLoaly gl jike

Gl el Ahuaa

E.mail: mustafaalheety1974@gmail.com
tduadAl)

saeiall adll = 3saill (pa 8yliaall Aiiall galaall HLaR) pomge Jala ) daimi Cigas odg aladl sl jake pdB Cisar Gandl) 2a b
Sl Las Laall Jasiy) poumse b Cpbyee Cuashaly i plasiuls 518 ) oSa Cangl a6 sl daplll . Cp ddlaas) lasiul,
sl i o (Sadll (e Al gz 3saill Sk (1o Aia A gene Jmdl Ladly dealidl

70


mailto:mustafaalheety1974@gmail.com

