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  In this paper, we present best co- approximation in weighted space. The results 
considered are these of existence of functions of best co- approximation, specifications of 
co-a proximal and specification co- Chebyshev subspaces.  
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1. INTRODUCTION 

Estimates in approximation theory that (cf [ 1] , 
[2], [3], [4]and [5] )has recently introduced [6] and [7] 
As in the case of best approximation, the theory of best 
co-approximation has been developed to a from obvious 
in metric space and Banach Characterization, 
Characterization of co-a proximal space by [8 ], [9] and 
[10]. 

In a class of papers many authors have proved 
many results on best co approximation in metric space 
and normed space as [11]  and [12]. In this paper 
introduced some results on existence of functions of best 
co- approximation specifications of co-a proximal and 
specification co- Chebyshev subspaces. 

Let 𝑋 = [−1,1], 𝑊 the set of all weighted 
functions which as 𝑤:𝑋 → 𝑅! and 𝐿",$(𝑋) the space of 
all unbounded functions,	1 ≤ 𝑝 < 	∞ with norm for 𝑓 ∈
𝐿",$(𝑋),  

‖𝑓‖",$ = 8∫ |𝑓(𝑥)	𝑤(𝑥)|%
&%

"
𝑑𝑥	=

!
" < ∞.  

Let 𝐴 be a subspace of 𝐿",$(𝑋), 𝑓 ∈ 𝐿",$	(𝑋), find a 
function 𝑎∗ in 𝐴 such that  

‖𝑓 − 𝑎∗‖",$ ≤	‖𝑓 − 𝑎‖",$ for every 𝑎 ∈ 𝐴  
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We say that𝑎∗ is best co approximation of 𝑓 and 

the set of best approximation of 𝑓 by the functions of 𝐴 
is denoted by 𝒫(. Clearly  
𝒫((𝑓) = A⋂ BDE𝑓, ‖𝑓 − 𝑎‖",$F)*+ G⋂𝐴  
Where BDE𝑓, ‖𝑓 − 𝑎‖",$F   denotes the closed bull in  
𝐿",$	(𝑋). 

As a peer to best co approximation, and the kind 
of approximation called best co approximation which 
define by. 
If 𝑎∗ ∈ 𝐴, then 
‖𝑓 − 𝑎‖",$ ≥	‖𝑎∗ − 𝑎‖",$   for 𝑎 ∈ 𝐴. 

We say that 𝑎∗is best co-approximation of 𝑓 and 
the set of best co-approximation of 𝑓 by the functions of 
𝛿 is denoted by 𝒬(. Clearly 
 𝒬((𝑓) = A⋂ BDE𝑓, ‖𝑓 − 𝑎‖",$F)*+ G⋂𝐴 

The set 𝐴 is said to be proximal (respectively co-
proximal) if 𝒫((𝑓) (respectively 𝒬((𝑓))  is non-empty 
for each 𝑓 ∈ 𝐿",$(𝑋), it's said to be chebyshev 
(respectively chebyshev)	𝒫((𝑓) (respectively𝒬(𝑓)) 
contains exactly one element foe each 𝑓 ∈ 𝐿",$(𝑋). 

The function 𝑓 ∈ 𝐿",$(𝑋) is said to be orthogonal 
to author function  𝑔 ∈ 𝐿",$(𝑋) and denoted by𝑓 ⊥ 𝑔 if 
‖𝑓 − 𝑔‖",$ ≤ ‖𝑓 − 𝛽𝑔‖",$ for any scalar 𝛽 and f is 
orthogonal to subspace 𝐴 of 𝐿",$(𝑋) and denoted by𝑓 ⊥
𝐴 if 𝑓 ⊥ 𝑎 for 
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𝑎 ∈ 𝐴. 
 
 2. Auxiliary Lemma:  
Lemma 2.1: If 𝐴 is subspace of 𝐿",$(𝑋). Then 

𝐴 ⊂	𝒬((𝑓) when even the diameter of 𝐴 is 
smaller then dist ‖𝑓 − 𝐴‖",$ 
 𝛿(𝐴) < 	‖𝑓 − 𝐴‖",$ , where 𝛿(𝐴) is the 
diameter of 𝐴. 
Lemma 2.2: if 𝐴 is aconvex subset of strongly locally 
convex  𝐿",$(𝑋), then 𝒬((𝑓) is a convex set. 
                         Lemma 2.3: if 𝐴 is a linear subspace 
of		𝐿",$(𝑋)	𝑎𝑛𝑑	𝒬((0) = 	 A𝑓 ∈ 	 𝐿",$(𝑋) ∶ 0	 ∈ 𝒬((𝑓)G. 
Then 

(i) 						(𝒬((0))&%	is a closed set containing 
0. 
(ii) 				𝑎, 	 ∈ 𝒬((𝑓) ⇔ 0	 ∈ 𝒬((𝑓 −
𝑎,)			𝑖. 𝑒					𝑓 − 𝑎, 	 ∈ 	 E𝒬((0)F

&%. 
(iii) 𝑓𝑜𝑟	𝑎 ∈ 𝐴 we have ℎ ∈
E𝒬((𝑎)F

&% ⇔ 𝑎 ∈ 𝒬((𝑎 + ℎ)				𝑖. 𝑒.						𝑎 +

ℎ	 ∈ 	 E𝒬((𝑎)F
&%. 

 
Remark 2.4: If 𝐿",$(𝑋) is unbounded functions space 
and 𝑓° fixed function in 𝐿",$(𝑋), then the space 

𝐿",$(𝑋)ZZZZZZZZZZ =

⎩
⎨

⎧
𝑓: [−1,1] → ℝ, ‖𝑓‖",$ =

𝑠𝑢𝑝	a
.,/∈[&%,%]

.3/

		 |5(.)&5(/)||.&/|

⎭
⎬

⎫
, is complete normed space.	 

3. Main Results 
Theorem 3.1: 
          Let		𝑓 ∈ 	 𝐿",$(𝑋) , 1 ≤ 𝑝 < ∞ and  𝐴 is 
linear subspace of unbounded functions space. 
Then ℱ(𝑓) is non-empty set for some    𝑓 ∈
𝐿",$(𝑋)/𝐴 if and only if		E𝒬((𝑓)F

&%	(0) is non-
singleton.	 
                   Proof:- By Lemma 2.3 (ii), then 0 ∈
E𝒬((𝑓)F

&%	(0). 
Now,	suppose 	𝑔 ∈ ℱ(𝑓) for some 𝑓 ∈ 𝐿",$(𝑋)/	𝐴. 
Then By Lemma 2.3 (ii) 
‖𝑓 − 𝑔‖",$ 	≠ 0	 ∈ E𝒬((𝑓)F

&%	(0)	 and so,  
(𝒬((𝑓)))&%	(0) is not a singleton . 

Conversely: assume E𝒬((𝑓)F
&%	(0) is not a singleton. 

Then there exists an (𝒬((𝑓) ≠ ∅) 	∈ 	 E𝒬((𝑓)F
&%	(0)		 

And so 0 ∈ 𝒬((𝑓) 
i.e.  𝒬((𝑓) ≠ ∅ for some 𝑓 ∈ 𝐿",$(𝑋)/𝐴. 

∎ 
Theorem 3.2: 

Let 𝐿",$(𝑋) be the space of all monatons 
unbounded function , 1 ≤ 𝑝 < ∞, 𝐴 is linear subspace 
of 𝐿",$(𝑋) , 
𝑓 ∈ 𝐿",$(𝑋) 	 	⁄ 𝐴	 and 𝜆 ∈ 𝐴	.Then  𝜆 ∈ ℱ(𝑓),	 for each 
𝜆 ∈ 𝐴	,	  there is an 𝑓8 ∈ 𝐿",$(𝑋)ZZZZZZZZZZ	with the following 
properties  

(i) |𝑓8(𝑓) −	𝑓8(𝜆)| 		≤
		‖𝑓 − 𝜆‖",$													∀𝑓	 ∈ 𝐿",$(𝑋)&	𝜆 ∈ 𝐴		. 

(ii) 	𝑓8	(𝑓 −	𝜆	) = 	0. 
(iii) 𝑓8(𝜆, −	𝜆	) = 	 ‖𝜆, −	𝜆	‖",$. 

Proof: Assume that for every 𝜆° ∈ 𝐴, there exist 𝑓8 ∈
𝐿",$(𝑋)ZZZZZZZZZZ, satisfies the above conditions (i) ,(ii) and (iii), 
then  
	‖𝑓 − 𝜆°‖",$ ≥ |𝑓8(𝑓) −	𝑓8(𝜆°)|  by condition  (i). 
Since, |𝑓8(𝑓) −	𝑓8(𝜆°)| = |𝑓8(𝑓 − 𝜆	 + 𝜆	 − 𝜆°)| =
|𝑓8(𝜆	 − 𝜆°)| by condition (ii). 
𝑓8(𝜆	 − 𝜆°) = ‖𝜆, −	𝜆	‖",$  by condition (iii). 
Thus, ‖𝜆, −	𝜆	‖",$ ≤ ‖𝑓 − 𝜆°‖",$ for every 𝜆° ∈ 𝐴. 
Hence, 𝜆 is co- approximation of  , implies 𝜆 ∈ 𝒬((𝑓)  . 

∎ 
Theorem 3.3: 
Let 𝐴 be a linear subspace of  𝐿",$(𝑋) with	𝒬((𝑓) = ∅, 
for every	𝑓 ∈ 𝐿",$(𝑋), there exist no ∈ 𝐿",$(𝑋) ∋ 𝐴 ⊥
𝓀 . 
Proof :- Suppose there exists some 𝓀	 ∈ 𝐿",$(𝑋)	 such 
that 𝐴 ⊥ 𝓀, i.e. 𝑎 ⊥ 𝓀 for every 𝑎 ∈ 𝐴. Then 
 ‖𝑓 − 𝛽𝓀‖",$ 	≥ 	 ‖𝑓 − 0‖",$, for all 𝑓 ∈ 	𝐿",$(𝑋) and 
for all scalars 𝛽. 
This gives 
‖𝑓 − 0‖",$ 	≤ ‖𝒽 − 𝑓‖",$	for all 𝑓 ∈ 𝐿",$(𝑋) 
i.e    0 ∈ 𝒬((𝑓)	, thus 	𝒬((𝓀) ≠ ∅ 
for 𝒽 ∈ 𝐿",$(𝑋)	, this contradiction with hypothesis. 

∎ 
Theorem 3.4: 
Let M sub space of 𝐿",$(𝑋) and 𝑓 ∈ 𝐿",$(𝑋)	𝑡ℎ𝑒𝑛 ∶ 

(i) 𝐵 = A𝑔, 	 ∈ 𝑀 ∶
	𝑔, 	∩:∈; 	𝒫((𝑓)		G 	⊂ 	 	𝒬((𝑓), where 
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‖𝑔, − 𝑓‖",$ = {𝛽𝑓 + (1 −
𝛽)𝑔,:	𝛽	𝑠𝑐𝑎𝑙𝑎𝑟	} is the 

 
linear manifold spanned by 𝑔, and 𝑓 . 

(ii) For an element 𝑔, 	 ∈ 𝑀	we 
have 𝑔, 	 ∈ 	𝒬((𝑓)  

if 𝐴 ⊂		𝒫(‖5&)#‖
&% (0) = A𝒽 ∈ 𝐿",$: 0 ∈ 𝒫((𝒽)G 

Proof :(i)  𝑎, ∈ 𝐴					𝑎𝑛𝑑						𝑎, ∈ 𝒫((𝑎)	. 
            For all 𝑎	 ∈ 𝐴 ⟹	𝑎, ∈ 𝐴		and ‖𝑎, − 𝑎‖	",$ ≤
	‖(𝛽𝑓 + (1 − 𝛽)	𝑎,) − 𝑎	‖",$ ,  for all 𝑎 ∈ 𝐴	and all 
scalars 𝛽 .  
           For all 𝑎	 ∈ 𝐴and all scalars 𝛽   
          ⟹	𝑎, ∈ 𝐴		and ‖𝑎, − 𝑎‖	",$ ≤	‖𝑓 − 𝑎	‖",$	 for 
all 𝑔	 ∈ 𝑀 
           i.e. 𝑎, ∈ 	𝒬((𝑓)  
           (ii) 𝐴 ⊂		𝒫(‖5&)#‖

&% (0), so  0 ∈ 𝒫((𝑎) for all 𝑎 ∈
𝐴. 
       ⟹ ‖𝑎, − 𝑎‖	",$ ≤ ‖𝛽(𝑓 − 𝑎,) − 𝑎‖	",$	, for all 
𝑎 ∈ 𝐴. 
           Let 𝑎% ∈ 𝐴. Put  𝑎 = 𝑎% − 𝑎, and 𝛽 = 1, we 
obtain 
            ‖(𝑎% − 𝑎,) − 0‖	",$ ≤ ‖(𝑓 − 𝑎,) − (𝑎% −
𝑎,)‖	",$ ≤ ‖𝑓 − 𝑎%‖	",$	. 
             So, 𝑎, ∈ 	𝒬((𝑓). 

∎ 
Theorem 3.5: 
Let  𝐴  be asb space of linear space 𝐿",$(𝑋). Then 
following statements: are equivalent. 

(i) 𝐴 is coproximal . 
(ii) 𝐿",$(𝑋) = 𝐴 + (	𝒬((0))&% 

Proof: (i) ⟹ (ii) Let 𝑓 ∈ 𝐿",$(𝑋) and 𝐴 coproximal , 
there is 𝑎, ∈ 𝐴 such that 𝑎, ∈ 	𝒬((𝑓) from lemma 2.3 
(ii) 
𝑓 − 𝑎, ∈ (	𝒬((0))&% . 
Since 𝑎, ∈ 𝐴 and 𝑓 − 𝑎, ∈ 	𝒬((0) implies 	𝑓 = 𝑎, +
𝑓 − 𝑎, ∈ 𝐴 + (	𝒬((0))&%. 
Hence 	𝑓 ∈ 𝐴 + (	𝒬((0))&%  
i.e. we obtain,  𝐿",$(𝑋) 	⊂ 	𝐴 + (	𝒬((0))&%		, but   𝐴 +
(	𝒬((0))&%

	 	⊂ 	 𝐿",$(𝑋)	. 
Thus 𝐿",$(𝑋) = 𝐴 + (	𝒬((0))&%. 
Now we need to show that (ii)⟹(i) ,  let 𝑓 ∈ 𝐿",$(𝑋) =
𝐴 + (	𝒬((0))&%	. 
Then    𝑓 = 𝑎, + 𝑎	, 𝑎, ∈ 𝐴			 and 𝑎 ∈ (	𝒬((0))&%. 
 So, 0 ∈ 	𝒬((𝑎) = 	𝒬((𝑓 − 𝑎,) . 

From lemma (ii), 𝑎, ∈ 	𝒬((𝑎). 
Hence 𝐴 is coproximal 

∎ 
Theorem 3.6: 
Let  𝐴  be a subspace of linear space 𝐿",$(𝑋)  . Then 
following statements are equivalent: 

(i) 𝐴  is coproximal . 
(ii) 𝐴 is closed and for canonical mapping 

.	𝑀+: 𝐿",$(𝑋) 	→ 𝐿",$(𝑋)	/𝐴	such 

that		𝑀+E	𝒬((0)F
&% = 𝐿",$(𝑋)	/𝐴. 

Proof :- 
(i)⟹(ii) Let 𝐴 be acoproximinal sub space of 𝐿",$(𝑋) 
we need to prove 𝐴 is closed and  
		𝑀+	E	𝒬((0)F

&% = 𝐿",$(𝑋)	/𝐴  
Let 	𝑎 ∈ �̅� , 𝑟, 	 ∈ 	𝒬((𝑎). 
Then there is a sequence {𝑎=} in 𝐴  such that 𝑎= 	→ 𝑎 
and 
‖𝑎 − 𝑟,‖",$ 	≤ 	 ‖𝑎 − 𝑘‖",$  for 𝑘 ∈ 𝐴 
Also ‖𝑎= − 𝑟,‖ 	≤ 	 ‖𝑎= − 𝑎‖			for all  n . 
We obtain 𝑎= 	→ 𝑟, ,  but 𝑎= 	→ 𝑎 
Implies  𝑟, = 𝑎	 ∈ 𝐴 
Thus  �̅� ⊂ 𝐴 ⊂ �̅�  implies 
						𝐴 = �̅�  
So, 𝐴 is closed 
Now   𝑎, 	 ∈ 	𝒬((𝑓)	implies by lemma 2.3 (ii) 
𝑓 − 𝑎, 	 ∈ 	𝒬((𝑓) , then 𝑀+	(𝑓 − 𝑎,) = (𝑓 − 𝑎,) + 𝐴 =
𝑓 + 𝐴		 
 (ii)→(i) 
Let 𝑓 ∈ 𝐿",$(𝑥) 
𝑓 + 𝐴	 ∈ 𝐿",$(𝑋)/𝐴 = 	𝑀+(	𝒬((0))&%  
⟹ 	𝑓 + 𝐴 = 𝑀+(ℎ)	, where ℎ ∈ (	𝒬((0))&% 
⟹ 	𝑓 + 𝐴 = ℎ + 𝐴 , where 0 ∈ (	𝒬((0))&% 
⟹ 	𝑓 − ℎ = 𝑎, ∈ 𝐴 and 0 ∈ 	𝒬((𝑓 − 𝑎,)	 
	from lemma 3.3 (ii) 
⟹ 𝑎, ∈ 	𝒬((𝑓)  
𝐴 is coproximinal . 

∎ 
 

Theorem 3.7: 
Let 𝐴 be closed sub space of the space 𝐿",$(𝑋). Then 
the following . 

(i) 𝐴  is a co-Chebyshev subspace . 
(ii) 𝐿",$(𝑋) = 𝐴⨁(	𝒬((0))&% ,where 

⨁ means that the sum 
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decomposition of each 𝑓 ∈
𝐿",$(𝑋)	 is a unique . 

(iii) 𝐴 is coproximal and(	𝒬((0))&% −
E	𝒬((0)F

&% 	∩ 𝐴 = {0}. 
(iv) 𝐴 is coproximinal and the 

restriction mapping	𝑀+/ 
(	𝒬((0))&% is injective. 

Proof:  (i)	→(ii) since 𝐴  is co-Chebyshev it is 
coproximinal and  by theorem 3.5 
𝐿",$(𝑋) = 𝐴 + (	𝒬((0))&%, now we show that the sum 
decoposition of each 𝑓 ∈ 𝐿",$(𝑋) is a unique suppose 
𝑓 ∈ 𝐿",$(𝑋) and 
 𝑓 = 𝑎% + ℎ%	𝑎𝑛𝑑	𝑓 = 𝑎> + ℎ> 
Where 𝑎%	, 𝑎> 	 ∈ 𝐴	, ℎ%	, ℎ> 	 ∈ (	𝒬((0))&% 
This gives 𝑎% −	𝑎> = ℎ − ℎ>		Now ℎ% 	 ∈ (	𝒬((0))&% 
⟹ 	0 ∈ 	𝒬((ℎ%) ⟹	𝑎% ∈ 	𝒬((ℎ% + 𝑎%) by lemma 2.3 
(ii) . 
i.e.    𝑎% ∈ 	𝒬((𝑓) similarly 𝑎> ∈ 	𝒬((𝑓) 
since 𝐴 is co- Chebyshev 𝑎% =	𝑎> and consequently 
ℎ% =	ℎ>  
Hence 𝐿",$(𝑋) = 	𝐴⨁(	𝒬((0))&% 

(ii)→(iii) 𝐿",$(𝑋) = 	𝐴⨁E	𝒬((0)F
&% 	⟹ 𝐴	 

coproximinal. 
By Theorem 3.6 suppose 0 ≠ ℎ ∈ E	𝒬((0)F

&% −
(	𝒬((0))&% ∩ 𝐴 
Then . ℎ = ℎ% −	ℎ>		, ℎ% ∈ E	𝒬((0)F

&%	, ℎ> ∈

E	𝒬((0)F
&%	 

ℎ% ≠	ℎ>  so,  0 ∈ 	𝒬((ℎ%)	, 0 ∈ 	𝒬((ℎ>) , nowℎ%, ℎ> 	 ∈
E	𝒬((0)F

&%		,			ℎ% − ℎ> ∈ 𝐴|(0)		and 

ℎ%, ℎ> 	 ∈ E	𝒬((0)F
&%		,			ℎ% − ℎ> ∈ 𝐴|(0)		and 

ℎ% = 0 +	ℎ%	 = (ℎ% − ℎ>) +	ℎ> a contradication to the 
uniqueness of the sum decomposition . 
Hence �E𝒬((0)F

&% − E	𝒬((0)F
&% ∩ 𝐴 =	 {0}�. 

                       (iii)→(iv)  Suppose 𝑀+/E	𝒬((0)F
&%  is not 

injective , i.e   there exists ℎ% − ℎ> 	 ∈ E	𝒬((0)F
&% 

ℎ% ≠	ℎ>	and 𝑀+(ℎ%)	 =	𝑀+(ℎ>)		Then 
0 ≠ ℎ%, ℎ> 	 ∈ Eℱ(0)F

&% − Eℱ(0)F&% ∩ 𝐴	 a 
contradiction. 
(iv)→(i)  Suppose 𝑓 ∈ 𝐿",$(𝑋)  has two distinct best co-
aproximation in 𝐴  say 𝑎% and  𝑎> then by observation 
2.3 (ii) 

𝑓 − 𝑎%		and 𝑓 − 𝑎> ∈ E	𝒬( 	(0)F
&%, 𝑓 − 𝑎% ≠ 𝑓 − 𝑎>. 

But  𝑀+𝑓 − (𝑎%) 	= 𝑀+𝑓 − (𝑎>)				
	QS 

(𝑓 − 𝑎%) − 𝑓 − 𝑎>) = 𝑎> − 𝑎% ∈ 𝐴	 ,which is a 
contradiction. 

∎ 
Theorem 3.8: 
for a closed linear subspace 𝐴 of 𝐿",$(𝑋)  the following 
statement are equivalent :- 

(i) 𝐴 is co-semi chebysher sub 
space . 
(ii) Each element 𝑓 ∈ 𝐿",$(𝑋) has 
at most one some decomposition as 
𝐴 +	E𝐹(0)F&% 

(iii) �Eℱ(0)F&% − Eℱ(0)F&%� ∩ 𝐴 =
{0} 

𝑀+|Eℱ(0)F
&%	 is injective. 

			∎ 
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 نوز45لا ءا#فلا يف *حا,م *()قت ل#فأ
 2/.-ح ءلاع   1دا(ع نان%ع ءلاع

 قا'علا ، ?دامر ، را>نلاا ةعماج ، ةف'6لا م4لعلل ة+2'1لا ة+ل. ،تا+ضا)'لا #"ق1
 قا'علا ، ?دامر ، را>نلاا ةعماج ، ةف'6لا م4لعلل ة+2'1لا ة+ل. ،تا+ضا)'لا #"ق 2

 :ةصلا#لا

 و Mحا6م M)'قت لJفلا لاو]لا ةZد4جو يه اه+لع لD64لا ي1لا جئاU1لاو نوزQ4لا ءاJفلا يف Mحا6م M)'قت لJفأ ض'ع #ت DE>لا اCه يف

  .ة+ئa`لا ة>حاQ6لا ف+^+>ش تاءاJف يف لاو]لا هCه ةZد]عتو ة+نا]حو

 


