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#### Abstract

In this paper, linear systems with variable coefficients (Euler's equations) were solved using one of the numerical methods that are subject to initial conditions defined over a given period of time. The explicit Rung-Kutta method is the fastest and most common numerical method starting with an initial value, the Rung-Kutta second order and Rung-Kutta fourth order. Analytical solutions of systems (systems with variable coefficients and systems with constant coefficients) were compared with the results of approximate solutions of the numerical method (Rung-Kutta second order And fourth order) and find out the accuracy of the results obtained for this approximate method after applying the Rung-Kutta algorithms performed with the Matlab program and finding the ratio of relative error between the exact and approximate solutions of the numerical method used, as well as solving a number of linear systems of Euler's equations of the first order supporting your results.


## Introduction:

The Euler equation is a model for the study of coefficient-variable equations used in modern economics and for calculating the cost of a given project. Some researchers have studied the Use Of Mathematical Systems in Cost Accounting
by Hayder N Kadhim, Athraa N Albukhuttar and Maha S ALibrahimi and others extended their search to Application of Linear Equation Systems in Banking Auditing By Hussein A ALMasoudi Some of them solve Euler's equations with classical methods and others with integral transformations .Differential equation systems exist in many scientific domains, including economics, computing and mechanics [1,5]. In economics, we're going to show how important Euler's formula is for auditing. The Euler equation is the main link between monetary policy and the real economy [8].

In addition, different approximate methods are used for solving these systems of differential equations to obtain approximate solutions of mathematical problems [2,3].where the use of direct methods to solve these systems requires a significant computational effort, so many researchers turn to iterative methods (approximate methods) that do not calculate the direct solution, but begin with an approximate value, such as the Jacobi iterative method and the Gauss-Seidel method.

[^0]- The researchers worked on developing these approaches, solving them more accurately and effectively, and applying them to a wide range of applications in other areas.

Rung -Kutta is one of the important and accurate numerical methods for solving ordinary differential equations [4,6].This method depends on the initial values of the system, where the authors applied it in many mathematical applications[8,9,10].

In this work, mathematical systems of the Euler equation of first order, they were solved with second and fourth-order Runng-Kutta numerical methods, comparing the results of analytic solutions and the results of approximate solutions, and knowing the accuracy of the results, by calculating the relative error and our research was supported by some examples that show this.

## 2-Preliminaries.

In this section,we introduced some preliminaries which need in the following work.

## 2.1. system of Euler's equations.

An $m \times m$ system of Euler's equation of first order has the form:

$$
\begin{align*}
& \mathrm{X} \frac{d y_{1}(\mathrm{x})}{d x}=a_{11} y_{1}(\mathrm{x})+a_{12} Y_{2}(\mathrm{x})+\cdots+ \\
& a_{1 m} y_{m}(\mathrm{x})+g_{1}(\mathrm{x}) \\
& \mathrm{X} \frac{d y_{2}(\mathrm{x})}{d x}=a_{21} y_{1}(\mathrm{x})+a_{22} y_{2}(\mathrm{x})+\cdots+ \\
& a_{2 m} y_{m}(\mathrm{x})+g_{2}(\mathrm{x}) \tag{1}
\end{align*}
$$

$$
\begin{array}{r}
\mathrm{X} \frac{d \mathcal{Y}_{m}(\mathrm{x})}{d \mathrm{x}}=a_{m 1} \mathcal{Y}_{1}(\mathrm{x})+a_{m 2} \mathcal{Y}_{2}+\cdots \\
\\
+a_{m m} \mathcal{Y}_{m}(\mathrm{x})+g_{m}(\mathrm{x})
\end{array}
$$

$$
\begin{align*}
& \mathrm{X}=e^{t}  \tag{2}\\
& \mathrm{X} \frac{d \mathcal{Y}}{d \mathrm{x}}=\frac{d \mathcal{Y}}{d \mathrm{t}} \tag{3}
\end{align*}
$$

To convert initial condition $\mathcal{Y}\left(\mathrm{x}_{0}\right)=\mathcal{Y}\left(e^{t_{0}}\right)$
Remarke 1. When the exact solution for the system (4) the interval changes from the interval given in the system (1) because Euler equations $\left(\mathrm{X}=e^{t}\right)$ where $X$ approaches 1 and $t$ approaches 0 .
Then from(2)and(3)convert to constant coefficients.

$$
\begin{align*}
& \frac{d \mathcal{Y}_{1}(t)}{d t}=a_{11} \mathcal{Y}_{1}(t)+a_{12} \mathcal{Y}_{2}(t)+\cdots \\
& \quad+a_{1 m} \mathcal{Y}_{m}(t)+g_{1}(t) \\
& \frac{d y_{2}(t)}{d t}=a_{21} Y_{1}(t)+a_{22} \mathcal{Y}_{2}(t)+\cdots+ \\
& a_{2 m} \mathcal{Y}_{m}(t)+g_{2}(t) \quad \ldots \ldots \ldots \cdots \cdots \cdots  \tag{4}\\
& \frac{d Y_{m}(t)}{d t}=a_{m 1} \mathcal{Y}_{1}(t)+a_{m 2} \mathcal{Y}_{2}(t)+\cdots \\
& \quad+a_{m m} \mathcal{Y}_{m}(t)+g_{m}(t)
\end{align*}
$$

After solving the system (4) by classical methods whose solution with the variable $t$ is by equation (2), we return the general formula to the variable X byln $\mathrm{x}=t$ and get the exact solution.

### 2.2.Approximate Solutions for Systems of Euler's equations.

In this section, Rung- Kutta methods applied for system (4) in dimension two $m=2$.

### 2.2.1. Second-order of Rung-kutta methods

We generalize the method of Rung- Kutta :
$y_{i+1}=y_{i}+\frac{1}{2}\left(\mathrm{~K}_{1+} K_{2}\right)$
$Z_{i+1}=Z_{i}+\frac{1}{2}\left(L_{1+} L_{2}\right)$
$\mathrm{K}_{1}=\mathrm{h} \cdot f_{1}\left(t_{i}, \mathcal{Y}_{i}, \mathrm{Z}_{i}\right)$
$L_{1}=\mathrm{h} \cdot f_{2}\left(t_{i}, \mathcal{Y}_{i}, \mathrm{Z}_{i}\right)$
$\mathrm{K}_{2}=\mathrm{h} \cdot f_{1}\left(t_{i}+\mathrm{h}, \mathcal{Y}_{i}+\mathrm{K}_{1}, \mathrm{Z}_{i}+L_{1}\right)$
$L_{2}=\mathrm{h} \cdot f_{2}\left(t_{i}+\mathrm{h}, \mathcal{Y}_{i}+\mathrm{K}_{1}, \mathrm{Z}_{i}+L_{1}\right)$
$\mathrm{i}=0,1,2, \cdots \quad$ with initial condition $\mathcal{Y}\left(t_{0}\right)=$
$\mathcal{Y}_{0}, \mathrm{Z}\left(t_{0}\right)=\mathrm{Z}_{0}$.

### 2.2.2. fourth-order of Rung-kutta methods

We suffice with generalizing the traditional method of Rung-kutta.
$\mathcal{Y}^{\prime}(t)=f_{1}(\mathrm{t}, \mathcal{Y}, \mathrm{Z}(t))$
$Z^{\prime}(t)=f_{2}(\mathrm{t}, \mathcal{Y}, Z(t))$
And get the formula.

$$
\begin{aligned}
& \mathcal{Y}_{i+1}=\mathcal{Y}_{i}+\frac{1}{6}\left(\mathrm{~K}_{1+} 2 \kappa_{2}+2 \mathrm{~K}_{3}+\mathrm{K}_{4}\right) \\
& \mathrm{Z}_{i+1}=\mathrm{Z}_{i}+\frac{1}{6}\left(L_{1+} 2 L_{2}+2 L_{3}+L_{4}\right) \\
& \mathrm{K}_{1}=\mathrm{h} \cdot f_{1}\left(t_{i}, \mathcal{Y}_{i}, \mathrm{Z}_{i}\right) \\
& L_{1}=\mathrm{h} \cdot f_{2}\left(t_{i}, \mathcal{Y}_{i} \mathrm{Z}_{i}\right) \\
& \mathrm{K}_{2}=\mathrm{h} \cdot f_{1}\left(t_{i}+\frac{\mathrm{h}}{2}, \mathcal{Y}_{i}+\frac{\kappa 1}{2}, \mathrm{Z}_{i}+\frac{L_{1}}{2}\right) \\
& L_{2}=\mathrm{h} \cdot f_{2}\left(t_{i}+\frac{\mathrm{h}}{2}, \mathcal{Y}_{i}+\frac{\kappa 1}{2}, \mathrm{Z}_{i}+\frac{L_{1}}{2}\right) \\
& \kappa_{3}=\mathrm{h} \cdot f_{1}\left(t_{i}+\frac{\mathrm{h}}{2}, \mathcal{Y}_{i}+\frac{\kappa_{2}}{2}, \mathrm{Z}_{i}+\frac{L_{2}}{2}\right) \\
& L_{3}=\mathrm{h} \cdot f_{2}\left(t_{i}+\frac{\mathrm{h}}{2}, \mathcal{Y}_{i}+\frac{\kappa_{2}}{2}, \mathrm{Z}_{i}+\frac{L_{2}}{2}\right) \\
& \mathrm{K}_{4}=\mathrm{h} \cdot f_{1}\left(t_{i}+\mathrm{h}, \mathcal{Y}_{i}+\mathrm{K}_{3}, \mathrm{Z}_{i}+L_{3}\right) \\
& L_{4}=\mathrm{h} \cdot f_{2}\left(t_{i}+\mathrm{h}, \mathcal{Y}_{i}+\mathrm{K}_{3}, \mathrm{Z}_{i}+L_{3}\right) \\
& \mathrm{i}=0,1,2, \cdots \\
& \mathcal{Y}_{0}, \mathrm{Z}\left(t_{0}\right)=\mathrm{Z}_{0} \quad \text { with initial condition } \mathcal{Y}\left(t_{0}\right)=
\end{aligned}
$$

Remark 2. The error calculated in these problems is the relative error symbolized $E_{R}$.

$$
\begin{aligned}
e_{y} & =\left|Y_{\text {exact }}-\mathcal{Y}_{\text {approximate }}\right| \\
E_{R} & =\frac{\left|e_{y}\right|}{y_{\text {exact }}} \times 100 \%
\end{aligned}
$$

## 3-Application.

In this section, some supported system as following.
Example 1:- To Solve the System.
$X \mathcal{Y}^{\prime}(\mathrm{x})=5 \mathrm{Z}(\mathrm{x})+\sin (5 \mathrm{x})$
$X Z^{\prime}(x)=-5 \mathcal{Y}(x)+\cos (5 x)$,
With initial condition

$$
\begin{equation*}
(x)=(1)=0, \quad Z(x)=Z(1)=0 \tag{6}
\end{equation*}
$$

by (1) and (2) the system in (5) we get:
$\mathcal{Y}^{\prime}(\mathrm{t})=5 \mathrm{Z}(\mathrm{t})+\sin (5 \mathrm{t})$
$Z^{\prime}(t)=-5(t)+\cos (5 t)$
With initial conditions
$(\mathrm{t})=(0)=0, \quad \mathrm{Z}(\mathrm{t})=\mathrm{Z}(0)=0$
The exact solution for $\operatorname{system}(7)$ is
$(\mathrm{t})=t \sin (5 t)$
$Z(t)=t \cos (5 t)$
We solve this system of ordinary differential equation using Rung-Kutta for second and fourth order on intervel $[0,0.5]$ and $h=0.1$ as in Table(3):
Table(1) The set solution of system(7)by second and fourth order of Runge-Kutta

| $\boldsymbol{t}_{\boldsymbol{i}}$ | Exact solution $y(t)$ Z $(t)$ | $\begin{gathered} \mathbf{R K} 2^{\text {nd }}- \\ \text { order } \\ y(t) \\ Z(t) \end{gathered}$ | Error | $\begin{gathered} \mathbf{R K 4}^{\text {th }}- \\ \text { order } \\ y(t) \\ Z(t) \end{gathered}$ | Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathbf{0} \\ \mathbf{1} \end{gathered}$ | $\begin{gathered} \hline 0.047942 \\ 55 \\ 0.087758 \end{gathered}$ | $\begin{gathered} 0.0489712 \\ 7 \\ 0.0838791 \end{gathered}$ | $\begin{gathered} \hline 2.1457348 \\ 43-\mathrm{E} 2 \\ 4.4202453 \end{gathered}$ | $\begin{gathered} \hline 0.047929 \\ 63 \\ 0.087661 \end{gathered}$ | $\begin{gathered} 2.6956185 \\ 56-\mathrm{E} 4 \\ 1.0979024 \end{gathered}$ |

$(\mathrm{t})=(0)=\frac{1}{5}, \mathrm{Z}(\mathrm{t})=\mathrm{Z}(0)=\frac{1}{2}$
The exact solution for $\operatorname{system}(11)$ is
$(\mathrm{t})=\frac{1}{5} e^{t}-\frac{1}{10} t e^{t}$
$Z(\mathrm{t})=\frac{1}{2} e^{t}-\frac{1}{5} t e^{t}$
We solvethis system of ordinary differential equation using Rung-Kutta for second and fourth order on intervel [0,1] and $h=0.2 \quad$ as in Table(1):

Table(3)The set solution of system(11) by second and fourth order of Runge-Kutta

| $\boldsymbol{t}_{\boldsymbol{i}}$ | Exact solution $y(t)$ Z(t) | $\begin{gathered} \text { RK2 }^{\text {nd }}- \\ \text { order } \\ y(t) \\ Z(t) \end{gathered}$ | Error | $\begin{gathered} \mathbf{R K 4}^{\text {th }}- \\ \text { order } \\ y(t) \\ Z(t) \end{gathered}$ | Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathbf{0} \\ \mathbf{2} \end{gathered}$ | $\begin{gathered} 0.219852 \\ 49 \\ 0.561845 \\ 26 \\ \hline \end{gathered}$ | $\begin{gathered} 0.220000 \\ 00 \\ 0.569200 \\ 00 \\ \hline \end{gathered}$ | $\begin{gathered} 6.70949871 \\ 9-\mathrm{E} 4 \\ 1.30903302 \\ 5-\mathrm{E} 2 \end{gathered}$ | $\begin{gathered} \hline 0.219853 \\ 33 \\ 0.561846 \\ 66 \\ \hline \end{gathered}$ | $\begin{gathered} 3.8207436 \\ 2-\mathrm{E} 6 \\ 2.4917892 \\ 8-\mathrm{E} 6 \\ \hline \end{gathered}$ |
| $\begin{gathered} 0 . \\ 4 \end{gathered}$ | $\begin{gathered} \hline 0.238691 \\ 96 \\ 0.626566 \\ 37 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.239120 \\ 00 \\ 0.627080 \\ 00 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 1.79327364 \\ \text { 1-E3 } \\ \text { 8.19753540 } \\ \text { 2-E4 } \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.238694 \\ 13 \\ 0.626570 \\ 05 \end{gathered}$ | $\begin{gathered} \hline 9.0912153 \\ 0-\mathrm{E} 6 \\ 5.8732804 \\ 3-\mathrm{E} 6 \\ \hline \end{gathered}$ |
| $\begin{gathered} 0 . \\ 6 \end{gathered}$ | $\begin{gathered} \hline 0.255096 \\ 63 \\ 0.692405 \\ 14 \\ \hline \end{gathered}$ | $\begin{gathered} 0.256000 \\ 00 \\ 0.693590 \\ 00 \\ \hline \end{gathered}$ | $\begin{gathered} \text { 3.54128551 } \\ 2-\mathrm{E} 3 \\ 1.71122357 \\ 6-\mathrm{E} 3 \end{gathered}$ | $\begin{gathered} \hline 0.255100 \\ 87 \\ 0.692412 \\ 38 \\ \hline \end{gathered}$ | $\begin{gathered} 1.6621152 \\ 5-\mathrm{E} 5 \\ 1.0456305 \\ 9-\mathrm{E} 5 \end{gathered}$ |
| $\begin{gathered} 0 . \\ 8 \end{gathered}$ | $\begin{gathered} \hline 0.267064 \\ 91 \\ 0.756683 \\ 91 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.268750 \\ 00 \\ 0.759020 \\ 00 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 6.30966456 \\ 8-\mathrm{E} 3 \\ 3.08727325 \\ 8-\mathrm{E} 3 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.267072 \\ 21 \\ 0.756696 \\ 51 \end{gathered}$ | $\begin{gathered} \hline 2.7334178 \\ 8-E 5 \\ 1.6651602 \\ 9-E 5 \\ \hline \end{gathered}$ |
| 1 | $\begin{gathered} \hline 0.271828 \\ 18 \\ 0.815484 \\ 54 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.274700 \\ 00 \\ 0.819670 \\ 00 \end{gathered}$ | $\begin{gathered} \hline 1.05648354 \\ 8-\mathrm{E} 2 \\ 5.13248234 \\ -\mathrm{E} 3 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.271839 \\ 95 \\ 0.815505 \\ 01 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 4.3299410 \\ \text { 6-E5 } \\ 1.3202184 \\ 3-\mathrm{E} 4 \\ \hline \end{gathered}$ |

After solve above system by using (1) $\ln \mathrm{X}=t$ we get:
$\mathcal{Y}(\mathrm{x})=\frac{1}{5} \mathrm{x}-\frac{1}{10} \mathrm{x} \ln \mathrm{x}$
$Z(x)=\frac{1}{2} \quad x-\frac{1}{5} x \ln x$
We solve this systemf ordinary differential equation using Rung-Kutta for second and fourth order on intervel [1,2] and $h=0.2$ as in Table(2):

Table(4)The set solution of system(9)by second and fourth order of RungeKuttta

| $\mathrm{X}_{i}$ | Exact solution Y (x) Z(X) | $\begin{gathered} \text { RK2 }^{\text {nd }}- \\ \text { order } \\ y(\mathrm{x}) \\ \mathrm{Z}(\mathrm{x}) \\ \hline \end{gathered}$ | Error | $\begin{gathered} \mathbf{R K 4}^{\text {th }}- \\ \text { order } \\ y(\mathrm{x}) \\ \mathrm{Z}(\mathrm{x}) \\ \hline \end{gathered}$ | Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.2 | $\begin{aligned} & 0.21982141 \\ & 0.56184282 \end{aligned}$ | $\begin{aligned} & 0.22000000 \\ & \mathbf{0 . 5 6 9 2 0 0 0 0} \end{aligned}$ | $\begin{gathered} \hline 8.12432237- \\ \text { E3 } \\ 1.30947299- \\ \text { E2 } \\ \hline \end{gathered}$ | $\begin{aligned} & 0.21985333 \\ & 0.56184666 \end{aligned}$ | $\begin{gathered} \hline 1.4520875- \\ \mathrm{E} 4 \\ 6.8346517- \\ \mathrm{E} 6 \\ \hline \end{gathered}$ |
| 1.4 | $\begin{aligned} & 0.23869388 \\ & 0.62658777 \end{aligned}$ | $\begin{aligned} & 0.23912000 \\ & 0.62708000 \end{aligned}$ | $\begin{gathered} \hline 1.78521544- \\ \text { E3 } \\ 7.85572307- \\ \text { E4 } \end{gathered}$ | $\begin{aligned} & 0.23869413 \\ & 0.62657005 \end{aligned}$ | $\begin{gathered} \hline 1.0473666- \\ \text { E6 } \\ 2.8280156- \\ \text { E5 } \\ \hline \end{gathered}$ |
| 1.6 | $\begin{aligned} & 0.25509941 \\ & 0.69249883 \end{aligned}$ | $\begin{aligned} & 0.25600000 \\ & 0.69359000 \end{aligned}$ | $\begin{gathered} \hline 3.53034920- \\ \text { E3 } \\ 1.57569941- \\ \text { E3 } \end{gathered}$ | $\begin{aligned} & 0.25510087 \\ & 0.69241238 \end{aligned}$ | $\begin{gathered} \hline 5.7232590- \\ \text { E6 } \\ 1.2483775- \\ \text { E5 } \\ \hline \end{gathered}$ |


|  |  |  | 6.18348893- |  | $9.8053750-$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.8 | 0.26709840 | 0.26875000 | E3 | 0.26707221 | E5 |
|  | 0.75669680 | 0.75902000 | $3.07018610-$ | 0.75669651 | $3.8324464-$ |
|  |  |  | E3 |  | E7 |
|  |  |  | $1.0562642-$ |  | $4.1129286-$ |
| 2 | 0.27182877 | 0.27470000 | E2 | 0.27183995 | E5 |
|  | 0.81544112 | 0.81967000 | 5.1860028- | E.81550501 | 7.8350230- |
|  |  |  | E3 |  | E5 |

## Conclusions

It was concluded that as the equation approached the polynomial, the error ratio was more similar to the wave equations. It was also concluded that the analytic solutions between the two systems converging to the results. Also, the analytic solutions of both systems with constant and variable coefficients were compared to the second - and fourth-order Runge-kutta method. It was found that the fourth order Runge-kutta had the lowest error ratio, making it more accurate in secondorder results.
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# حل نظام معاد لات أويلر بـاستخدام طرق رانج - كوتـا <br> اسيل علي حسين ، عذراء نعمة البوخاطر <br> قسم الرياضيات، كلية التزبية للبنات، جامعة الكوفة، النجف ، العُع اق <br> athraan.kadhim@uokufa.edu.iq , aseela.alamili@uokufa.edu.iq 

الخلاصة:
في هذه الورفةة، الانظمه الخطية ذات معاملات منغيرة ( معادلات اويلر) تم طلها باستخذام احـ الطرق العددية النتي تخضع للشروط الابتيائية



 الخطا النسبي بين الحطول النضبوطة والحطول النقزييية للطريقة العددية المستخدمة، وكذلك تم حل مجموعة من الانظمة الخطية لمعادلات اويلر من
الرتبة الأولى الداعمة لما تندم اليكم من نتائج.
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