Modified Unbiased Optimal Estimator for Linear Regression Model
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ABSTRACT
In this paper, we propose a novel form of Generalized Unbiased Optimal Estimator where the explanatory variables are multicollinear. The proposed estimator's bias, variance, and mean square error matrix (MSE) are calculated. The MSE criterion is used to compare the performance of this estimator against that of other estimators. Finally, a numerical example is examined to understand more about the new estimator's performance.
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1. Introduction:
Consider the following multiple linear regression model
\[ Y = X\beta + \epsilon \]  
(1)

Where \( X \) is an \( n \times p \) known matrix of independent variable, \( Y \) is an \( n \times 1 \) vector of remarks the dependent variable, \( \beta \) is an \( p \times 1 \) vector of unknown regression coefficients, and \( \epsilon \) is an \( n \times 1 \) vector of errors term disturbance, such that \( E(\epsilon) = 0 \) and \( V(\epsilon) = \sigma^2 I \). The ordinary least square (OLS) estimator of \( \beta \) in model (1) is an given by,
\[ \hat{\beta} = S^{-1}X'Y \]  
(2)

Where \( S = X'X \). For a long time, it was assumed that OLS was the best estimator; however, the results have shown that OLS is no longer a viable estimator when the variance is large. And this has been shown to be inefficient when there is a multicollinearity relationship. There are numerous biased capabilities available to address this issue by ordinary ridge regression (ORR) estimator, Hoerl and Kennard (1970),
\[ \hat{\beta} (k) = (S + kI)^{-1}X'Y \]  
(3)

The Liu (1993) tried to solve the problem estimator with a ridge estimator \( \hat{\beta}_{LU}(d) \), the unbiased ridge regression estimator (URR) was developed by Crouse et al. (1995), almost unbiased ridge estimator (AURE) was in idea indicated Singh and Chaubey (1986), in a linear regression model, the modified almost unbiased Liu (AULE) estimator Arumairajan, S. et al. (2017), as the modified almost unbiased two-parameter (AUTP) estimator Lukman, A. F., et al. (2019). The two-parameter estimator (TPE) was proposed by Ozkale and Kaciranlar (2007). All these are some of the biased estimators proposed to handle the multicollinearity problem using only sample data. The estimators are as follows:
\[ \hat{\beta}_{URR} = S_k^{-1}(X'y + kJ) \]  
(4)

where \( S_k = S + kI \)
\[ \hat{\beta}_{AURE}(k) = [I - k^2(S + k)^{-2}]{\hat{\beta}}_{OLSE} = A_k{\hat{\beta}}_{OLSE} \]  
(5)

where \( A_k = [I - k^2(S + k)^{-2}] \)
\[ \hat{\beta}_{LU}(d) = (S + I)^{-1}(S + dI){\hat{\beta}}_{ORR} = F_d{\hat{\beta}}_{OLSE} \]  
(6)

where \( F_d = (S + I)^{-1}(S + dI) \)
\[ \hat{\beta}_{AULE} = [I - (1 - d)^2(S + dI)^{-2}]{\hat{\beta}}_{OLSE} = T_d{\hat{\beta}}_{OLSE} \]  
(7)
where \( T_d = I - (1 - d)^2(S + kI)^{-2} \)
\[
\hat{\beta}_{AUTP} = [I - k^2(1 - d)^2(S + kI)^{-2}] \hat{\beta}_{OLSE} = P \hat{\beta}_{OLSE}
\]
(8)

where \( P = I - k^2(1 - d)^2(S + kI)^{-2} \)
\[
\hat{\beta}_{TPE} = (S + kI)^{-1}(S + kdI)\hat{\beta}_{OLSE} = T_{kd} \hat{\beta}_{OLSE},
\]
(9)
\[
T_{kd} = (S + kI)^{-1}(S + kdI)
\]

In order to improve the perforurance of the estimator Hussein and Alheety in (2023) prove three biased estimator based on URR. These estimators as follows: MUORE, MUDE, and MUAURE, based on URR. Since ORR, Liu, AURA, Hussein and Alheety presented a generalized form for these three estimators, the Generalized Unbiased Estimator (GMUE) which is given as
\[
\hat{\beta}_{GMUE} = A_i \hat{\beta}_{URR}
\]
(10)
where \((A_i)\) is a positive definite matrix , \(i = 1,2,...,6\) and \((A_1 = W, A_2 = F_d, A_3 = A_k\) ) The bias vector, dispersion matrix and MSE matrix of \(\hat{\beta}_{GMUE}\) are given as:

The properties of the estimator GMUE are calculated as follows
\[
\text{E}(\hat{\beta}_{GMUE}) = A_i \beta , \quad (11)
\]
\[
\text{Bias}(\hat{\beta}_{GMUE}) = (A_i - I) \beta , \quad (12)
\]
\[
\text{Cov}(\hat{\beta}_{GMUE}) = \sigma^2 A_i S_k^{-1} A_i' , \quad (13)
\]
and
\[
\text{MES}(\hat{\beta}_{GMUE}) = \sigma^2 A_i S_k^{-1} A_i' + (A_i - I) \beta \beta' (A_i - I)' \quad (14)
\]
respectively.

Rather than modifying the matrix \(A_i\) to introduce a new biased estimator, we get the best choice of \(A_i\) in this study by minimizing the mean square error matrix (MES) of GMUR with respect to \(A_i\).

2 The propertied Estimator

By using the trace operator as in (13), the following equation can be produced as
\[
\text{tr}[\text{MES}(\hat{\beta}_{GMUE})] = \sigma^2 \text{tr} A_i S_k^{-1} A_i' + (A_i - I) \beta \beta' (A_i - I)' \quad (15)
\]
where \(\text{tr}\) is the trace a matrix and it is the sum of the diagonal elements' of square matrix.

Now we will use the follows theorems(Rao, C.R. 1995)

A ) Theorem : Let \(b\) be an \(n\) vector and \(X\) be an \((n \times n)\) symmetric matrix, then
\[
\frac{\partial}{\partial b} b'Xb = 2Xb .
\]
B ) Theorem: If \(a\) be an \(n\) vector, \(Y\) be a vector, and \(M\) be an \((n \times m)\) matrix then
\[
\frac{\partial}{\partial M} a'MY = a'Y .
\]
C ) Theorem: Suppose that \(b\) is \(m\)-vector, \(A\) is symmetric matrix \((T \times T)\), and \(C\) be \((T \times m)\) matrix then
\[
\frac{\partial}{\partial C} a'Cb = 2ACbb'.
\]

By minimizing (14) that respect to \(A_i\), the optimum \(A_i\) can be acquired.
\[
\frac{\partial [\text{tr}[\text{MES}(\hat{\beta}_{GMUE})]]}{\partial A_i} = \frac{\partial [\sigma^2 \text{tr} (A_i S_k^{-1} A_i')]}{\partial A_i} + \frac{\partial (A_i - I) \beta \beta' (A_i - I)'}{\partial A_i}
\]
(15)

The following solution is obtained by taking the previous equation's derivative with respect to \((A_i)\) and putting the result equal to zero:
\[
= 2A_i \sigma^2 S_k^{-1} + 2(A_i - I) \beta \beta' \quad (16)
\]
\[
[2A_i \sigma^2 S_k^{-1} + 2(A_i - I) \beta \beta' = 0] + 2
\]
\[A_i \sigma^2 S_k^{-1} + (A_i - I) \beta \beta' = 0
\]
\[
A_i \sigma^2 S_k^{-1} + A_i \beta \beta' - \beta \beta' = 0
\]
\[
A_i (\sigma^2 S_k^{-1} + \beta \beta') = \beta \beta'
\]
\[
\tilde{A}_i = \beta \beta'(\sigma^2 S_k^{-1} + \beta \beta')^{-1}
\]
Note that \((\sigma^2 S_k^{-1} + \beta \beta')^{-1}\) exists since \(1 + \sigma^2 S_k^{-1} \beta \beta' = 0\), it exists Rao, C.R. (1995)

New we are propose a modified unbiased optimal estimator (MUOE) which is given as
\[
\tilde{\beta}_{MUOE} = \tilde{A}_i \hat{\beta}_{URR}
\]
(18)

The properties of the estimator MUOE are calculated as follows
\[
\text{E}(\tilde{\beta}_{MUOE}) = \tilde{A}_i \beta , \quad (19)
\]
\[
\text{Bias}(\tilde{\beta}_{MUOE}) = (\tilde{A}_i - I) \beta , \quad (20)
\]
\[
\text{Cov}(\tilde{\beta}_{MUOE}) = \sigma^2 \tilde{A}_i S_k^{-1} \tilde{A}_i' , \quad (21)
\]
and
\[
\text{MES}(\tilde{\beta}_{MUOE}) = \sigma^2 \tilde{A}_i S_k^{-1} \tilde{A}_i' + (\tilde{A}_i - I) \beta \beta' (\tilde{A}_i - I)' \quad (22)
\]
respectively.

Note that since \(P = \beta \beta'\) is symmetric and \(P^2 = \beta' \beta' \beta = \|\beta\|^2 \beta \beta' = cP\) where \(c = \|\beta\|^2 = \)
\[ \sum_{i=1}^{p} \beta_i^2 \] it can be defined \( P = c \left( \frac{1}{c} \beta \beta' \right) = cR \). Then \( R' = R \) and \( R^2 = R \). Therefore \( R \) is symmetric and idempotent matrix. Now it can create the optimal matrix \( A_i \) as \( \tilde{A}_i = cR(\sigma^2 S_k^{-1} + cR)^{-1} \).

The properties of the estimator MUOE are can be rewritten as calculated as follows

\[
E(\tilde{\beta}_{MUOE}) = \tilde{A}_i \beta, \quad (19)
\]

\[
\text{Bias}(\tilde{\beta}_{MUOE}) = -\sigma^2 (\sigma^2 I + cRS_k)^{-1} \tilde{A}_i \beta.
\]

\[
\text{Cov}(\tilde{\beta}_{MUOE}) = c^2 \sigma^2 R(\sigma^2 S_k^{-1} + cR)^{-1} S_k^{-1} (\sigma^2 S_k^{-1} + cR)^{-1} R.
\]

\[
\text{MES}(\tilde{\beta}_{MUOE}) = c^2 \sigma^2 R(\sigma^2 S_k^{-1} + cR)^{-1} S_k^{-1} (\sigma^2 S_k^{-1} + cR)^{-1} R + c \sigma^2 (\sigma^2 I + cRS_k)^{-1} R(\sigma^2 I + cRS_k)^{-1} R
\]

\[(20)\]

respectively.

In practice, we must replace the unknown parameters \( \beta \) and \( \sigma^2 \). For an estimated value for \( \beta \) it is ORR, Liu, AURA, use estimate possible. For the estimated value for \( \sigma^2 \) and \( \hat{\beta} \) in unbiased ridge regression estimator (URR). In this section we will discuss the superiority of the estimators when replacing each of these estimators using a numerical example for further illustration.

3. Numerical Example

Using a data set originally created by Woods et al. (1932), and used by many researchers as Alheety (2020), we undertake an experiment to confirm the theoretical predictions. Following the identical Ohtani, K. (1986), we substitute the unknown parameters Hoerl et al. (1970), with their unbiased estimators in this experiment. Matlab R2012b was used to calculate the results. The estimator of the ordinary least squares as:

\[ \hat{\beta}_{OLSE} = X^T S^{-1} Y = (62.4054, 1.55102, 0.5102, 0.1019, -0.1441)^T, \quad (22) \]

with \( \sigma^2 = 5.9830 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>MUORE</th>
<th>MUOLE</th>
<th>MUAUER</th>
<th>MUOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3097.6</td>
<td>3803.6</td>
<td>3321.1</td>
<td>0.19255</td>
</tr>
<tr>
<td>0.1</td>
<td>3797.2</td>
<td>3803.6</td>
<td>5200.4</td>
<td>0.192</td>
</tr>
<tr>
<td>0.5</td>
<td>3871.4</td>
<td>3803.6</td>
<td>5517.2</td>
<td>0.18957</td>
</tr>
<tr>
<td>0.9</td>
<td>3879.7</td>
<td>3803.6</td>
<td>5639.5</td>
<td>0.18719</td>
</tr>
</tbody>
</table>

Through Table 1, when the value of \( d = 0.01 \) and for all values of \( k \) the proposed MUOE estimator performed well compared to the estimators within the limits of this paper. It can also be seen that the proposed estimator began to improve a lot when increasing the value of \( k \), where the value of the proposed estimator is the best possible when \( k = 1.5 \) can be seen in Tables 1-4. The MUAUER and MUORE methods are not significantly affected by increasing \( d \) values.

Conclusions:

In this paper, a new unbiased rate improvement estimator in multiple linear regression is proposed when there is a multiple linearity problem. These estimators outperform other current estimators that rely on sample information. Based on Tables 1–4, the proposed estimators have smaller MSE values compared to MUORE, MUOLE, and MUAUER. Thus the that

TABLE1: The MSE values of the for MUORE, MUOLE, MUAUER and MUOE with d = 0.01

<table>
<thead>
<tr>
<th>( k )</th>
<th>MUORE</th>
<th>MUOLE</th>
<th>MUAUER</th>
<th>MUOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3097.6</td>
<td>3803.6</td>
<td>3321.1</td>
<td>0.19255</td>
</tr>
<tr>
<td>0.1</td>
<td>3797.2</td>
<td>3803.6</td>
<td>5200.4</td>
<td>0.192</td>
</tr>
<tr>
<td>0.5</td>
<td>3871.4</td>
<td>3803.6</td>
<td>5517.2</td>
<td>0.18957</td>
</tr>
<tr>
<td>0.9</td>
<td>3879.7</td>
<td>3803.6</td>
<td>5639.5</td>
<td>0.18719</td>
</tr>
</tbody>
</table>

TABLE2: The MSE values of the for MUORE, MUOLE, MUAUER and MUOE with d = 0.5

<table>
<thead>
<tr>
<th>( k )</th>
<th>MUORE</th>
<th>MUOLE</th>
<th>MUAUER</th>
<th>MUOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3097.6</td>
<td>3803.6</td>
<td>3321.1</td>
<td>0.19255</td>
</tr>
<tr>
<td>0.1</td>
<td>3797.2</td>
<td>3803.6</td>
<td>5200.4</td>
<td>0.192</td>
</tr>
<tr>
<td>0.5</td>
<td>3871.4</td>
<td>3803.6</td>
<td>5517.2</td>
<td>0.18957</td>
</tr>
<tr>
<td>0.9</td>
<td>3879.7</td>
<td>3803.6</td>
<td>5639.5</td>
<td>0.18719</td>
</tr>
<tr>
<td>1.5</td>
<td>3883.9</td>
<td>3803.6</td>
<td>5801</td>
<td>0.18374</td>
</tr>
</tbody>
</table>

TABLE3: The MSE values of the for MUORE, MUOLE, MUAUER and MUOE with d = 0.7

<table>
<thead>
<tr>
<th>( k )</th>
<th>MUORE</th>
<th>MUOLE</th>
<th>MUAUER</th>
<th>MUOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3097.6</td>
<td>3803.6</td>
<td>3321.1</td>
<td>0.19255</td>
</tr>
<tr>
<td>0.1</td>
<td>3797.2</td>
<td>3803.6</td>
<td>5200.4</td>
<td>0.192</td>
</tr>
<tr>
<td>0.5</td>
<td>3871.4</td>
<td>3803.6</td>
<td>5517.2</td>
<td>0.18957</td>
</tr>
<tr>
<td>0.9</td>
<td>3879.7</td>
<td>3803.6</td>
<td>5639.5</td>
<td>0.18719</td>
</tr>
<tr>
<td>1.5</td>
<td>3883.9</td>
<td>3803.6</td>
<td>5801</td>
<td>0.18374</td>
</tr>
</tbody>
</table>

TABLE1: The MSE values of the for MUORE, MUOLE, MUAUER and MUOE with d = 0.9

<table>
<thead>
<tr>
<th>( k )</th>
<th>MUORE</th>
<th>MUOLE</th>
<th>MUAUER</th>
<th>MUOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3097.6</td>
<td>3803.6</td>
<td>3321.1</td>
<td>0.19255</td>
</tr>
<tr>
<td>0.1</td>
<td>3797.2</td>
<td>3803.6</td>
<td>5200.4</td>
<td>0.192</td>
</tr>
<tr>
<td>0.5</td>
<td>3871.4</td>
<td>3803.6</td>
<td>5517.2</td>
<td>0.18957</td>
</tr>
<tr>
<td>0.9</td>
<td>3879.7</td>
<td>3803.6</td>
<td>5639.5</td>
<td>0.18719</td>
</tr>
<tr>
<td>1.5</td>
<td>3883.9</td>
<td>3803.6</td>
<td>5801</td>
<td>0.18374</td>
</tr>
</tbody>
</table>
MUOE is the best estimator compared to other proposed estimators.
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الخلاصة:
في هذا البحث، تم اقتراح نوعًا جديدًا من المقدر الأمثل غير المتحيز المعدل عندما تأثّر المتغيرات التوضيحية من مشكلة التعدد الخططي. تم حساب التحيز والتباين ومصفوفة متوسط الخطأ المربع (MSE) للمقدر المقترح. كما تم استخدام معيار MSE للمقارنة أداء هذا المقدر بإداء المقدرين الآخرين. أخيرًا، تم استخدام مثال من بيانات حقيقية كتطبيق لفهم المزيد عن أداء المقدر الجديد. الكلمات المفتاحية: مقدر الحرف الغير متحيز على الأكثر، المقدر ذو الوعلوتين الغير متحيز على الأكثر، الوقدر الغير متحيز الوعون، الوسط مربعات الخطأ.